**บทที่ 6**

**สรุปผลและข้อเสนอแนะ**

จากการทดลองในเชิงเปรียบเทียบ ใช้ชุดข้อมูลฝึกสอนที่สร้างขึ้นเองโดยอิงตามสมมติฐานที่ตั้งไว้พบว่า จำนวนของชุดข้อมูลฝึกสอนที่มากขึ้นส่งผลให้โมเดลสามารถทำนายได้แม่นยำมากขึ้นและจะเริ่มคงที่เมื่อถึงจำนวนหนึ่ง ในขณะเดียวกันโมเดลมีการใช้เวลาเรียนรู้เพิ่มขึ้นคงที่ตามจำนวนของข้อมูลที่ใช้ฝึกสอน และอีกประเด็นหนึ่งคือการแบ่งอัตราส่วนชุดข้อมูลฝึกสอนอิงตามจำนวนความเป็นไปได้จากกฎไฟร์วอลล์ ส่งผลให้โมเดลมีอัตราการเรียนรู้ที่เร็วขึ้นเมื่อเทียบกับการแบ่งจำนวนชุดข้อมูลฝึกสอนให้กับทุกกฎไฟร์วอลล์เท่าๆกัน

จากผลการทดลองวิจัยข้างต้นสรุปได้ว่า โมเดลที่ให้ค่าความถูกต้องในการคาดเดาข้อมูลทดสอบสูง และใช้เวลาในการเรียนรู้น้อยที่สุด โดยมีวิธีการแบ่งจำนวนชุดข้อมูลฝึกสอนเป็นอัตราส่วนที่เท่ากัน เป็นชุดข้อมูลฝึกสอนที่สามารถฝึกสอนโมเดลปัญญาประดิษฐได้อย่างมีประสิทธิภาพมากที่สุด
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